
        
            
                
            
        

    
A UTOPIA OF CERTAINTY

 

So from the years their gifts were showered: each

Grabbed at the one it needed to survive;

Bee took the politics that suit a hive,

Trout finned as trout, peach molded into peach,

And were successful at their first endeavor.

—W. H. AUDEN

SONNETS FROM CHINA, I

 

 

I. Society as the Other-One

 

Although he did not name it, the visionary of ubiquitous computing, Mark Weiser, foresaw the immensity of instrumentarian power as a totalizing societal project. He did so in a way that suggests both its utter lack of precedent and the danger of confounding it with what has gone before: “hundreds of computers in every room, all capable of sensing people near them and linked by high-speed networks have the potential to make totalitarianism up to now seem like sheerest anarchy.” 1 In fact, all those computers are not the means to a digital hyper-totalitarianism. They are, as I think Weiser sensed, the foundation of an unprecedented power that can reshape society in unprecedented ways. If instrumentarian power can make totalitarianism look like anarchy, then what might it have in store for us?

 

Seven decades ago, Skinner’s proto-instrumentarian behavioral utopia, Walden Two, was met with revulsion. Today the real thing is inspirational fodder for surveillance capitalist rhetoric as leaders promote the tools and visions that will bring the old professor’s ideas to life... to our lives. The processes of normalization and habituation have begun. We have already seen that surveillance capitalism’s pursuit of certainty—the mandate of the prediction imperative—requires a continuous approximation to total information as the ideal condition for machine intelligence. On the trail of totality, surveillance capitalists enlarged their scope from the virtual to the real world. The reality business renders all people, things, and processes as computational objects in an endless queue of equivalence without equality. Now, as the reality business intensifies, the pursuit of totality necessarily leads to the annexation of “society,” “social relations,” and key societal processes as a fresh terrain for rendition, calculation, modification, and prediction.

 

Big Other’s ubiquity is revered as inevitable, but that is not the endgame. The aim in this new phase isthe comprehensive visibility, coordination, confluence, control, and harmonization of social processes in the pursuit of scale, scope, and action. Although instrumentarianism and totalitarianism are distinct species, they each yearn toward totality, though in profoundly different ways. Totalitarianism seeks totality as a political condition and relies on violence to clear its path. Instrumentarianism seeks totality as a condition of market dominance, and it relies on its control over the division of learning in society, enabled and enforced by Big Other, to clear its path. The result is the application of instrumentarian power to societal optimization for the sake of market objectives: a utopia of certainty.

 

Although they resonate in many respects with the instrumentarian social vision of China’s political elite, surveillance capitalists have distinct objectives. In their view, instrumentarian society is a market opportunity. Any norms and values they impose are designed to further the certain fulfillment of market goals. Like human experience, society is subordinated to the market dynamic and reborn as objectified computational behavioral metrics available to surveillance capitalism’s economies of scale, scope, and action in the pursuit of the most-lucrative supplies of behavioral surplus. In order to achieve these aims, surveillance capitalists have conjured a chilling vision. They aim to fashion a new society that emulates machine learning in much the same way that industrial society was patterned on the disciplines and methods of factory production. In their vision, instrumentarian power replaces social trust, Big Other substitutes certainty for social relations, and society as we know it shades into obsolescence.

 

 

II. Totality Includes Society

 

Like generals delivering a chest-thumping tally of their armies, surveillance capitalist leaders take care to assure allies of their great power. This is typically expressed in an inventory of the instrumentarian troops massed at the border, poised for the rendition of everything in pursuit of totality. This pursuit, it becomes clear, does not merely have consequences for society; it includes society.

 

In the spring of 2017, Microsoft CEO Satya Nadella bounded onstage to open the company’s annual developers’ conference, his slender profile accentuated by the requisite black polo shirt, black jeans, and trendy black high-tops. He quickly dazzled the audience with a roll call of his troops. Nadella recounted the 500 million Windows 10 devices; 100 million monthly users of its Office software; 140 million monthly users of the corporation’s digital “assistant,” Cortana; and more than 12 million organizations signed on to its cloud services, including 90 percent of the Fortune 500.

 

Nadella did not fail to remind his audience of the crushing velocity that drives the instrumentarian project in an explosion of shock and awe, especially in the years since surveillance capitalism came to dominate digital services: internet traffic increased by a factor of 17.5 million over 1992’s 100 gigabytes per day; 90 percent of the data in 2017 was generated in the prior two years; a single autonomous car will generate 100 gigabytes per second; there will be an estimated 25 billion intelligent devices by 2020. “It’s stunning to see the progress across the depth and breadth of our society and economy and how digital technology is so pervasive.... It’s about what you can do with that technology to have broad impact.” His final exhortation to the assembled developers—“Change the world!”—earned a thunderous round of applause. 2 In celebrating Google’s ambitions with the company’s developers in 2017, CEO Sundar Pichai ran parallel to Nadella, showcasing his troop strength as Google’s battalions fan out to embrace every corner of social life, demonstrating the breadth and depth of the corporation’s instrumentarian power with a zeal that would have made Professor Skinner glow. Pichai reports that seven of the company’s most-salient “products and platforms” engage one billion monthly active users, including Gmail, Android, Chrome,Maps, Search, YouTube, and the Google Play Store; two billion active Android devices; 800 million monthly active users of Google Drive with three billion objects uploaded each week; 500 million Photos users uploading 1.2 billion photos each day; 100 million devices using Google Assistant. Every device is recast as a vehicle for Assistant, which will be available “throughout the day, at home and on the go” for every kind of task or social function. Pichai wants even more, telling his team, “We must go deeper.” Assistant should be wherever “people might want to ask for help.” Google executives share the enthusiasm. “Technology is now on the cusp of taking us into a magical age,” writes Eric Schmidt, “solving problems today that we simply couldn’t solve on our own.” 3 Machine learning, he says, will do everything from curing blindness to saving animals from extinction. Above all, however, it is founder Larry Page who has long had his sights set on the transformation of society.

 

“The societal goal is our primary goal,” Page told the Financial Times in 2016. 4 “We need revolutionary change, not incremental change,” he told another interviewer that year. “We could probably solve a lot of the issues we have as humans.” 5 Much of Page’s future vision turns out to be stock utopian fare, themes that have been repeated for millennia. Page anticipates machine intelligence that restores humankind to the Garden of Eden, lifting us from toil and struggle into a new realm of leisure and fulfillment. He foresees, for example, a future society graced by “abundance” in all things, where employment is but a “crazy” distant memory. 6 Most unusual, however, is that Page portrays Google’s totalistic ambitions as a logical consequence of its commitment to the perfection of society. From his point of view, we should welcome the opportunity to lean on Big Other and willingly subordinate all knowledge and decision rights to Google’s plan. For the sake of the plan, the totality of society—every person, object, and process—must be corralled into the supply chains that feed the machines, which, in turn, spin the algorithms that animate Big Other to manage and mitigate our frailty: What you should want us to do is to really build amazing products and to really do that... we have to understand apps and we have to understand things you could buy, and we have to understand airline tickets. We have to understand anything you might search for.

 

And people are a big thing you might search for.... We’re going to have people as a first class object in search... if we’re going to do a good job meeting your information needs, we actually need to understand things and we need to understand things pretty deeply.7 Total knowledge is sold as a requirement of the “preemptive” services that lead to the solution of solutions in the AI-powered, omniscient “Google Assistant”: It’s really trying to understand everything in the world and make sense of it.... A lot of queries are actually about places, so we need to understand places.... A lot of the queries are about content we can’t find. We did books, and so on.... So, we’ve been gradually expanding that... maybe you don’t want to ask a question. Maybe you want to just have it answered for you before you ask it. That would be better.8 Google originated in the prospect of optimally organizing the world’s information, but Page wants the corporation to optimize the organization of society itself: “In my very long-term worldview,” he said in 2013, “our software understands deeply what you’re knowledgeable about, what you’re not, and how to organize the world so that the world can solve important problems.” 9 Facebook CEO Mark Zuckerberg shares these totalistic ambitions, and he is increasingly frank about “society,” not just the individuals within it, as subordinate to Facebook’s embrace. His “three big company goals” include “connecting everyone; understanding the world; and building the knowledge economy, so that every user will have ‘more tools’ to share ‘different kinds of content.’” 10 Zuckerberg’skeen appreciation of second-modernity instabilities—and the yearning for support and connection that is among its most-vivid features—drives his confidence, just as it did for Google economist Hal Varian. The corporation would know every book, film, and song a person had ever consumed. Predictive models would enable the corporation to “tell you what bar to go to” when you arrive in a strange city. The vision is detailed: when you arrive at the bar, the bartender has your favorite drink waiting, and you’re able to look around the room and identify people just like you.

 

Zuckerberg described the flow of behavioral surplus as “growing at an exponential rate... that lets us project into the future... two years from now people are going to be sharing twice as much... four years, eight times as much....” And in a nod to the already pressing competition for totality, Zuckerberg anticipated that Facebook’s social graph will “start to be a better map of how you navigate the web than the traditional link structure.” 11 To that end, the CEO told investors that Facebook would bring affordable internet access “to every person in the world” so that every user will have “more tools” to share “different kinds of content.” 12 Nothing was likely to impede the corporation’s progress on the societal front, he asserted, because “humans have such a deep desire to express themselves.” 13 In 2017 Zuckerberg went even further in articulating his societal ambitions, this time aiming straight at the heart of second-modernity anxieties: “People feel unsettled. A lot of what was settling in the past doesn’t exist anymore.” Zuckerberg believes that he and his company can provide a future “that works for everyone” and fulfills “personal, emotional, and spiritual needs” for “purpose and hope,” “moral validation,” and “comfort that we are not alone.” “Progress now requires humanity coming together not just as cities or nations,” Zuckerberg urged, “but also as a global community... the most important thing we at Facebook can do is develop the social infrastructure... to build a global community....” Citing Abraham Lincoln, Facebook’s founder located his company’s mission in the evolutionary time line of civilization, during which humanity organized itself first in tribes, then cities, then nations. The next phase of social evolution would be “global community,” and Facebook was to lead the way, constructing the means and overseeing the ends. 14 Speaking at Facebook’s 2017 developers’ conference, Zuckerberg linked his assertion of the company’s historic role in establishing a “global community” to the standard myth of the modern utopia, assuring his followers, “In the future, technology is going to... free us up to spend more time on the things we all care about, like enjoying and interacting with each other and expressing ourselves in new ways....

 

A lot more of us are gonna do what today is considered the arts, and that’s gonna form the basis of a lot of our communities. 15 As Nadella and other surveillance capitalists spin their utopian dreams, the surveillance capitalists fail to mention that the magical age they envision comes at a price: Big Other must expand toward totality as it deletes all boundaries and overwhelms every source of friction in the service of its economic imperatives. All power yearns toward totality, and only authority stands in the way: democratic institutions; laws; regulations; rights and obligations; private governance rules and contracts; the normal market constraints exercised by consumers, competitors, and employees; civil society; the political authority of the people; and the moral authority of individual human beings who have their bearings.

 

This point was made in Goethe’s fable of the sorcerer’s apprentice, when, in the absence of the sorcerer’s authority to guide and check the action, the apprentice transforms the broom into a demonic force of pure unrelenting power: 

 

Ah, the word with which the master 

Makes the broom a broom once more!

Ah, he runs and fetches faster!

Be a broomstick as before!

Ever new the torrents 

That by him are fed, 

Ah, a hundred currents 

Pour upon my head! 16

 

 

III. Applied Utopistics

 

Instrumentarian power, like the apprentice’s broom, has flourished in the sorcerer’s absence with little authority to check its action, and the surveillance capitalists’ appetite for totality has grown with this success. The utopian rhetoric of a magical age has been critical to this progress. The notion that Big Other will solve all of humanity’s problems while empowering each individual is usually dismissed as mere “techno utopianism,” but it would be a mistake for us to ignore this rhetoric without examining its purpose. Such discourse is no mere hogwash. It is the minesweeper that precedes the foot soldiers and the canny diplomat sent ahead to disarm the enemy and smooth the way for a quiet surrender. The promise of a magical age plays a critical strategic role, simultaneously distracting us from and legitimating surveillance capitalism’s totalistic ambitions that necessarily include “people” as a “first class object.” The “societal goal” articulated by the leading surveillance capitalists fits snugly into the notion of limitless technological progress that dominated utopian thought from the late eighteenth century through the late nineteenth century, culminating with Marx. Indeed, surveillance capitalists such as Nadella, Page, and Zuckerberg conform to five of the six elements with which the great scholars of utopian thought, Frank and Fritzie Manuel, define the classic profile of the most ambitious modern utopianists: (1) a tendency toward highly focused tunnel vision that simplifies the utopian challenge, (2) an earlier and more trenchant grasp of a “new state of being” than other contemporaries, (3) the obsessive pursuit and defense of an idée fixe, (4) an unshakable belief in the inevitability of one’s ideas coming to fruition, and (5) the drive for total reformation at the level of the species and the entire world system. 17 The Manuels observe a sixth characteristic of the future-oriented modern visionary, and this is where the men and the corporations examined here represent powerful exceptions to the rule: “Often a utopian foresees the later evolution and consequences of technological development already present in an embryonic state; he may have antennae sensitive to the future. His gadgets, however, rarely go beyond the mechanical potentialities of his age. Try as he may to invent something wholly new, he cannot make a world out of nothing.” 18 In our time, however, surveillance capitalists can and do make such a world—a genuinely historic deviation from the norm.

 

Individually and collectively, the knowledge, power, and wealth that surveillance capitalists command would be the envy of any ancient potentate, just as they are now coveted by the modern state. With 2017 balance sheets reporting $126 billion in cash and securities for Microsoft, $92 billion for Google, and about $30 billion for Facebook, and the financial markets endorsing their ever-expanding instrumentarian regimes with more than $1.6 trillion in market capitalization in mid-2017, these are the rare utopianists who can oversee the translation of their imaginations into fact without soldiers to pave the way in blood. 19 In this respect, the surveillance capitalist leaders are sui generis utopianists. Marx grasped the world with his thickly articulated theory, but with only the power of his ideas, he could not implement his vision.

 

Long after the publication of Marx’s theories, men such as Lenin, Stalin, and Mao applied them to reallife. Indeed, the Manuels describe Lenin as a specialist in “applied utopistics.” 20 In contrast, the surveillance capitalists seize the world in practice. Their theories are thin—at least this is true of the thinking that they share with the public. The opposite is true of their power, which is monumental and largely unimpeded.

When it comes to theory and practice, the usual sequence is that theory is available to inspect, interrogate, and debate before action is initiated. This allows observers an opportunity to judge a theory’s worthiness for application, to consider unanticipated consequences of application, and to evaluate an application’s fidelity to the theory in which it originates. The unavoidable gap between theory and practice creates a space for critical inquiry. For example, we can question whether a law or governmental practice is consistent with a nation’s constitution, charter of rights, and governing principles because we can inspect, interpret, and debate those documents. If the gap is too great, citizens act to close the gap by challenging the law or practice.

 

The surveillance capitalists reverse the normal sequence of theory and practice. Their practices move ahead at high velocity in the absence of an explicit and contestable theory. They specialize in displays of instrumentarianism’s unique brand of shock and awe, leaving onlookers dazed, uncertain, and helpless.

 

The absence of a clear articulation of their theory leaves the rest of us to ponder its practical effects: the vehicular monitoring system that shuts down your engine; the destination that appears with the route; the suggested purchase that flashes on your phone the moment your endorphins peak; Big Other’s continuous tracking of your location, behavior, and mood; and its cheerful herding of city dwellers toward surveillance capitalism’s customers.

 

However meager and secretive the surveillance capitalists’ theories might be, the instrumentarian power they wield can make their dreams come true, or at least inflict a whirlwind of consequences as they try. The only way to grasp the theory advanced in their applied utopistics is to reverse engineer their operations and scrutinize their meaning, as we have done throughout these chapters.

 

Applied utopistics are on the move at Facebook, Google, and Microsoft as the frontier of behavioral surplus extraction moves into realms of life traditionally understood as societal and elaborated under some combination of civil institutions and public leadership. Zuckerberg’s 2017 mission statement for Facebook, introduced as “building global community,” announced a new phase of applied utopistics: “Overall, it is important that the governance of our community scales with the complexity and demands of its people. We are committed to always do better, even if that involves building a worldwide voting system to give you more voice and control. Our hope is that this model provides examples of how collective decision-making may work in other aspects of the global community.” 21 Later that year, Zuckerberg told an audience of developers that “we have a full roadmap of products to help build groups and community, help build a more informed society, help keep our communities safe, and we have a lot more to do here.” 22 Back on that stage in the spring of 2017, Microsoft’s Nadella encouraged his developers: “Whether it’s precision medicine or precision agriculture, whether it’s digital media or the industrial internet, the opportunity for us as developers to have broad, deep impact on all parts of society and all parts of the economy has never been greater.” 23 The vision that Nadella unveiled that day is emblematic of the wider surveillance capitalist template for our futures. Where do they think they are taking us?

 

 

IV. Confluence as Machine Relations

 

In order to decipher the true measure of an instrumentarian society, let’s set aside the razzle-dazzle of a“magic age” and focus instead on the practices of applied utopistics and the social vision they imply.

 

Nadella provided a valuable opportunity when he unveiled a series of practical applications that imply a sweeping new vision of machine relations as the template for a new era’s social relations.

 

The reveal begins with Nadella’s account of a Microsoft collaboration with a 150-year-old Swedish manufacturer of high-precision metal-cutting equipment that has reinvented itself for the twenty-first century. The project is a state-of-the-art illustration of what Nadella describes as the “fundamental change in the paradigm of the apps that we are building, a change in the worldview that we have... from... a mobile-first, cloud-first world to a new world that is going to be made up of an intelligent cloud and an intelligent edge.” Artificial intelligence, he says, “learns from information and interacts with the physical world,” thus citing the capabilities required for economies of action. 24 Nadella first describes the machines linked by telemetry in the new factory setting as they continuously stream data to the “IoT hub” in the “cloud,” where Microsoft’s analyses search out anomalies that could put the machines at risk. Each anomaly is traced back through the data stream to its cause, and machine intelligence in the hub learns to identify the causal patterns so that it can preemptively shut down a threatened piece of equipment in about two seconds, before a potentially damaging event can occur.

 

Then Nadella describes the new “breakthrough capability” in which a computational actuating sensor is embedded directly in the machine, dramatically reducing the time to a preemptive shutdown: “That logic is now running locally, so there’s no cloud loop.” The “edge” knows immediately when the machine experiences an event that predicts a future anomaly, and it shuts down the equipment within 100 milliseconds of this computation, a “20X improvement.” This is celebrated as “the power of the cloud working in harmony with an intelligent edge” to anticipate and preempt variations from the norm “before they happen.” 25 The power of machine learning develops exponentially as the devices learn from one another’s experiences, feeding into and drawing upon the intelligence of the hub. In this scenario it’s not that the whole is greater than the sum of the parts; it’s more like there are no parts. The whole is everywhere, fully manifest in each device embedded in each machine. Nadella translates these facts into their practical application, observing that once you have lots of devices around, an “ad hoc data center” is created “on a factory floor, at home, or anywhere else.... You can turn any place into a safe, AI-driven place.” 26 With this statement it finally becomes clear that “safe” means “automatically anomaly-free.” In Nadella’s factory, machine knowledge instantaneously replaces ignorance, herding all machine behavior to preestablished norms. Rather than concern for the multiplication of risk and the contagion of failure should machine learning go awry, Nadella celebrates the synchrony and universality of certain outcomes, as every machine is the same machine marching to the same song.

 

Just as a century ago the logic of mass production and its top-down administration provided the template for the principles of industrial society and its wider civilizational milieu, so too is Nadella’s new-age factory revealed as the proving ground for his social vision—surveillance capitalism’s visionof an instrumentarian society enabled by a new form of collective action. Machine learning is rendered here as a collective mind—a hive mind—in which each element learns and operates in concert with every other element, a model of collective action in which all the machines in a networked system move seamlessly toward confluence, all sharing the same understanding and operating in unison with maximum efficiency to achieve the same outcomes. Confluent action means that the “freedom” of each individual machine is surrendered to the knowledge that they share. Just as the behavioral theorists Planck, Meyer, and Skinner predicted, this sacrifice amounts to an all-out war on accidents, mistakes, and randomness in general.

 

Nadella takes this template of new machine relations and applies it to a more complex illustration of ahuman and machine system, though still in the “economic domain.” This time it’s a construction site, where human and machine behaviors are tuned to preestablished parameters determined by superiors and referred to as “policies.” Algorithmic uncontracts apply rules and substitute for social functions such as supervision, negotiation, communication, and problem solving. Each person and piece of equipment takes a place among an equivalence of objects, each one “recognizable” to “the system” through the AI devices distributed across the site.

 

For example, each individual’s training, credentials, employment history, and other background information are instantly on display to the system. A “policy” might declare that “only credentialed employees can use jackhammers.” If an employee who is not accredited for jackhammer use approaches that tool, the possibility of an impending violation is triggered, and the jackhammer screams an alert, instantly disabling itself.

 

Significantly, it is not only the unified action of things on the site that are mobilized in alignment with policies. Confluent human action is also mobilized, as social influence processes are triggered in the preemptive work of anomaly avoidance. In the case of the at-risk jackhammer, the humans at the site are mobilized to swarm toward the location of the AI-anticipated anomalous offense in order to “quickly resolve it.” “The intelligent edge,” Microsoft developers are told, “is the interface between the computer and the real world... you can search the real world for people, objects and activities, and apply policies to them....” 27 Once people and their relationships are rendered as otherized, equivalent “things in the cloud,” 25 billion computational actuating devices can be mobilized to shape behavior around safe and harmonious “policy” parameters. The most “profound shift,” Nadella explained, is that “people and their relationship with other people is now a first-class thing in the cloud. It’s not just people but it’s their relationships, it’s their relationships to all of the work artifacts, their schedules, their project plans, their documents; all of that now is manifest in this Microsoft Graph.” These streams of total information are key to optimizing “the future of productivity,” Nadella exulted. 28 In Microsoft’s instrumentarian society, the factories and workplaces are like Skinner’s labs, and the machines replace his pigeons and rats. These are the settings where the architecture and velocities of instrumentarian power are readied for translation to society in a digital-age iteration of Walden Two in which machine relations are the model for social relations. Nadella’s construction site exemplifies the grand confluence in which machines and humans are united as objects in the cloud, all instrumented and orchestrated in accordance with the “policies.” The magnificence of “policies” lies precisely in the fact that they appear on the scene as guaranteed outcomes to be automatically imposed, monitored, and maintained by the “system.” They are baked into Big Other’s operations, an infinity of uncontracts detached from any of the social processes associated with private or public governance: conflict and negotiation, promise and compromise, agreement and shared values, democratic contest, legitimation, and authority.

 

The result is that “policies” are functionally equivalent to plans, as Big Other directs human and machine action. It ensures that doors will be locked or unlocked, car engines will shut down or come to life, the jackhammer will scream “no” in suicidal self-sacrifice, the worker will adhere to norms, the group will swarm to defeat anomalies. We will all be safe as each organism hums in harmony with every other organism, less a society than a population that ebbs and flows in perfect frictionless confluence, shaped by the means of behavioral modification that elude our awareness and thus can neither be mourned nor resisted.

 

Just as the division of labor migrated from the economic domain to society in the twentieth century, Nadella’s construction site is the economic petri dish in which a new division of learning mutates intolife, ready for translation to society. In the twentieth century the critical success factors of industrial capitalism—efficiency, productivity, standardization, interchangeability, the minute division of labor, discipline, attention, scheduling, conformity, hierarchical administration, the separation of knowing and doing, and so forth—were discovered and crafted in the workplace and then transposed to society, where they were institutionalized in schools, hospitals, family life, and personality. As generations of scholars have documented, society became more factory-like so that we might train and socialize the youngest among us to fit the new requirements of a mass production order.

 

We have entered this cycle anew, but now the aim is to remake twenty-first-century society as a “firstclass thing” organized in the image of the machine hive for the sake of others’ certainty. The connectedness that we once sought for personal sustenance and effectiveness is recast as the medium for a new species of power and the social confluence that translates into guaranteed outcomes.

 

 

V. Confluence as Society

 

Microsoft scientists have been working for years on how to take the same logic of automated preemptive control at the network’s edge and transpose it to social relations. As Nadella observed in 2017, if “we” can do this in a “physical place,” it can be done “everywhere” and “anywhere.” He advised his audience of applied utopianists, “You could start reasoning about people, their relationship with other people, the things in the place....” 29 The imaginative range of this new thinking is demonstrated in a 2013 Microsoft patent application updated and republished in 2016 and titled “User Behavior Monitoring on a Computerized Device.” 30 With conspicuously thin theory complemented by thick practice, the patented device is designed to monitor user behavior in order to preemptively detect “any deviation from normal or acceptable behavior that is likely to affect the user’s mental state. A prediction model corresponding to features of one or more mental states may be compared with features based upon current user behavior.” The scientists propose an application that can sit in an operating system, server, browser, phone, or wearable device continuously monitoring a person’s behavioral data: interactions with other people or computers, social media posts, search queries, and online activities. The app may activate sensors to record voice and speech, videos and images, and movement, such as detecting “when the user engages in excessive shouting by examining the user’s phone calls and comparing related features with the predication model.” All these behavioral data are stored for future historical analyses in order to improve the prediction model. If the user normally restrains the volume of his or her voice, then sudden excessive shouting may indicate a “psychosocial event.” Alternatively, the behavior could be assessed in relation to a “feature distribution representing normal and/or acceptable behavior for an average member of a population... a statistically significant deviation from that behavior baseline indicates a number of possible psychological events.” The initial proposition is that in the event of an anomaly, the device would alert “trusted individuals” such as family members, doctors, and caregivers. But the circle widens as the patent specifications unfold. The scientists note the utility of alerts for health care providers, insurance companies, and law-enforcement personnel. Here is a new surveillance-as-a-service opportunity geared to preempt whatever behavior clients choose.

 

Microsoft’s patent returns us to Planck, Meyer, and Skinner and the viewpoint of the Other-One. In their physics-based representation of human behavior, anomalies are the “accidents” that are called freedom but actually denote ignorance; they simply cannot yet be explained by the facts.Planck/Meyer/Skinner believed that the forfeit of this freedom was the necessary price to be paid for the “safety” and “harmony” of an anomaly-free society in which all processes are optimized for the greater good. Skinner imagined that with the correct technology of behavior, knowledge could preemptively eliminate anomalies, driving all behavior toward preestablished parameters that align with social norms and objectives. “If we could show that our members preferred life in Walden Two,” says Frazier-Skinner, “it would be the best possible evidence that we had reached a safe and productive social structure.” 31 In this template of social relations, behavioral modification operates just beyond the threshold of human awareness to induce, reward, goad, punish, and reinforce behavior consistent with “correct policies.” Thus, Facebook learns that it can predictably move the societal dial on voting patterns, emotional states, or anything else that it chooses. Niantic Labs and Google learn that they can predictably enrich McDonald’s bottom line or that of any other customer. In each case, corporate objectives define the “policies” toward which confluent behavior harmoniously streams.

 

The machine hive—the confluent mind created by machine learning—is the material means to the final elimination of the chaotic elements that interfere with guaranteed outcomes. Eric Schmidt and Sebastian Thrun, the machine intelligence guru who once directed Google’s X Lab and helped lead the development of Street View and Google’s self-driving car, make this point in championing Alphabet’s autonomous vehicles. “Let’s stop freaking out about artificial intelligence,” they write.

 

Schmidt and Thrun emphasize the “crucial insight that differentiates AI from the way people learn.” 32 Instead of the typical assurances that machines can be designed to be more like human beings and therefore less threatening, Schmidt and Thrun argue just the opposite: it is necessary for people to become more machine-like. Machine intelligence is enthroned as the apotheosis of collective action in which all the machines in a networked system move seamlessly toward confluence, all sharing the same understanding and thus operating in unison with maximum efficiency to achieve the same outcomes. The jackhammers do not independently appraise their situation; they each learn what they all learn. They each respond the same way to uncredentialed hands, their brains operating as one in service to the “policy.” The machines stand or fall together, right or wrong together. As Schmidt and Thrun lament, When driving, people mostly learn from their own mistakes, but they rarely learn from the mistakes of others. People collectively make the same mistakes over and over again. As a result, hundreds of thousands of people die worldwide every year in traffic collisions. AI evolves differently. When one of the self-driving cars makes an error, all of the self-driving cars learn from it. In fact, new self-driving cars are “born” with the complete skill set of their ancestors and peers. So collectively, these cars can learn faster than people. With this insight, in a short time self-driving cars safely blended onto our roads alongside human drivers, as they kept learning from each other’s mistakes.... Sophisticated AI-powered tools will empower us to better learn from the experiences of others.... The lesson with self-driving cars is that we can learn and do more collectively.33 This is a succinct but extraordinary statement of the machine template for the social relations of an instrumentarian society. The essence of these facts is that first, machines are not individuals, and second, we should be more like machines. The machines mimic each other, and so must we. The machines move in confluence, not many rivers but one, and so must we. The machines are each structured by the same reasoning and flowing toward the same objective, and so must we be structured.

 

The instrumentarian future integrates this symbiotic vision in which the machine world and social world operate in harmony within in and across “species” as humans emulate the superior learning processes of the smart machines. This emulation is not intended as a throwback to mass production’s Taylorism or Chaplin’s hapless worker swallowed by the mechanical order. Instead, this prescription for symbiosis takes a different road on which human interaction mirrors the relations of the smart machines asindividuals learn to think and act by emulating one another, just like the self-driving cars and the policyworshipping jackhammers.

 

In this way, the machine hive becomes the role model for a new human hive in which we march in peaceful unison toward the same direction based on the same “correct” understanding in order to construct a world free of mistakes, accidents, and random messes. In this world the “correct” outcomes are known in advance and guaranteed in action. The same ubiquitous instrumentation and transparency that define the machine system must also define the social system, which in the end is simply another way of describing the ground truth of instrumentarian society.

 

In this human hive, individual freedom is forfeit to collective knowledge and action. Nonharmonious elements are preemptively targeted with high doses of tuning, herding, and conditioning, including the full seductive force of social persuasion and influence. We march in certainty, like the smart machines. We learn to sacrifice our freedom to collective knowledge imposed by others and for the sake of their guaranteed outcomes. This is the signature of the third modernity offered up by surveillance capital as its answer to our quest for effective life together.
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